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Abstract Standard P-wave receiver function analyses in polar environments can be
difficult because reverberations in thick ice coverage often mask important P-to-S con-
versions from deeper subsurface structure and increase ambient noise levels, thereby
significantly decreasing the signal-to-noise ratio of the data. In this study, we present
an alternative approach to image the subsurface structure beneath ice sheets. We utilize
downward continuation and wavefield decomposition of the P-wave response to obtain
the up- and downgoing P and S wavefield potentials, which removes the effects of the
ice sheet. The upgoing P wavefield, computed from decomposition of the waveform at a
reference depth, is capable of indicating ice layer thickness. This simple step removes
the necessity of modeling ice layer effects during iterative inversions and hastens the
overall velocity analysis needed for downward continuation. The upgoing S wave is
employed and modeled using standard inversion techniques as is done with receiver
functions at the free surface using a least-squares approximation. To illustrate our proof
of concept, data from several Antarctic networks are examined, and our results are com-
pared with those from previous investigations using P- and S-wave receiver functions as
well as body- and surface-wave tomographic analyses. We demonstrate how our ap-
proach satisfactorily removes the ice layer, thus creating a dataset that can be modeled
for crustal and upper-mantle structure. Solution models indicate crustal thicknesses as

well as average crustal and upper-mantle shear-wave velocities.

Electronic Supplement: Figure of measured data, the vertical-component stack
used in deconvolution, and the resultant vertical, radial, and tangential transfer functions.

Introduction

Teleseismic P waves fundamentally contain information
related to earthquake source time functions, heterogeneities
along the path of propagation, and near-receiver subsurface
structure. It is because of this that P-wave receiver functions
(PRFs) and transfer functions are so widely adopted to study
the Earth structure beneath a given station. In receiver function
analysis, the vertical component of motion is deconvolved
from the corresponding horizontal component to identify con-
verted signals from seismic discontinuities in the subsurface;
however, in the case of transfer functions, a network-averaged
vertical component is instead used for deconvolution. As a
result, standard PRFs only contain P-to-S (Ps) conversions,
whereas transfer functions contain both Ps conversions as
well as P-wave reverberations, thus containing more infor-
mation about the subsurface.

A substantial limitation to either approach lies within the
terminus of the propagation path. Specifically, if near-surface
low-velocity layers are present, reverberations produced
within these layers can mask phase conversions from deeper
discontinuities, making it difficult, if not impossible, to ana-
lyze the conversions of interest (Kumar et al., 2005; Hansen
et al., 2009, 2010, 2016; Langston, 2011; Chaput et al.,
2014). This is particularly an issue in polar environments,
where thick ice sheets at the surface have compressional
(Vp; km s7!) and shear-wave (V; km s™!) velocities that are
much lower than typical crustal rocks and thus introduce
large impedance contrasts between the free surface and the
geologic basement. Seismic energy becomes trapped by the
lower seismic velocities of the ice layer, leading to reverber-
ations and increased high amplitude noise, reducing the
signal-to-noise ratio (SNR) of the data compared to stations
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Synthetic examples illustrating the effects of an ice layer. Synthetic seismograms were created using a Haskell propagator

matrix formulation without attenuation effects (Haskell, 1962). The frequency content of all synthetics is ~1 Hz. (a) Model (solid lines) used
to create the synthetic data, in which the ice layer is 2.0 km thick. The black line is shear-wave velocity, and the gray line is compressional-
wave velocity. Dashed lines indicate a comparable model with no ice layer. (b) Synthetic (left) vertical- and (right) radial-component transfer
functions. (Top) Synthetic seismograms using the velocity model in (a), without the ice layer. Phase conversions are identifiable within the
traces. (Bottom) Synthetic seismograms using the velocity model in (a), with the 2.0-km-thick ice layer. The ice reverberations are clearly
seen in both the vertical and radial signals, masking phase conversions of interest.

on hard rock. Such effects are illustrated with synthetic ex-
amples in Figure 1. The presence of a thin surficial ice layer
causes both the radial and vertical-component transfer func-
tions to be dominated by reverberations, and the Ps conversion
from the crust-mantle boundary (Moho) becomes irresolvable.

Different approaches have been taken to model subsur-
face structure beneath ice layers. One relatively new method
computes S-wave receiver functions (SRFs; Hansen et al.,
2009, 2010, 2016), in which the radial component of motion
is deconvolved from the vertical component to model S-to-P
(Sp) phase conversions from seismic discontinuities. Unlike
the Ps conversions within a PRF, which arrive at the same
time as reverberations created by an ice layer, Sp conversions
within an SRF are unaffected by the ice layer because they

arrive before the direct S wave and the reverberations, mak-
ing them well-suited to image crustal thickness. However,
this method does not come without its limitations. SRFs
often contain high levels of noise because the signals of in-
terest arrive within the direct P-wave coda. Additionally, they
contain lower frequency signals compared to PRFs, resulting
in receiver functions with lower resolution. This inhibits their
ability to resolve thin layers within the subsurface. Alterna-
tive approaches have instead still tried to employ PRFs to
image subsurface structure, despite the issues noted above.
In these cases, the near-surface structure (i.e., the ice layer)
must first be modeled and then applied to each successive
iteration of inversions used to model the Earth structure. Cha-
put et al. (2014), for instance, were able to use PRFs from
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stations deployed on the West Antarctic ice sheet to image
crustal structure by forward modeling the amplitude of the
ice signatures within their dataset. This approach requires
extensive analysis to simultaneously solve for both ice and
the Earth structure, and although Chaput et al. (2014) were
able to image the subsurface beneath their study area, their
approach required them to favor solution models with low
numbers of discontinuities because the large amplitude ice
layer reverberations caused unrealistic jumps from low to high
velocities within their models. To calculate smoother, more
realistic models, they had to sacrifice resolution of small-scale
discontinuities in the crust and/or upper mantle.

Here, we present a more direct approach to assess subsur-
face structure beneath seismic stations situated on ice. Using
downward continuation and wavefield decomposition, we are
able to remove the effects of an ice layer. Our methodology
builds on that of Langston (2011), who used a similar ap-
proach to assess the effects of low-velocity surface sediments
on transfer functions recorded by stations in the Mississippi
embayment. Although this approach proved to be successful
at removing the effects of unconsolidated sediments from
transfer functions, it is untested for ice sheets and presents
a new analysis technique for polar environments. Further,
our study illustrates how the upgoing S wavefield potential,
which is calculated by decomposing the downward-continued
transfer function, can be inverted for the Earth structure be-
neath a given station. Downward continuation and wavefield
decomposition require that the thickness of the ice sheet be
known, but this parameter is readily calculated using our ap-
proach. The upgoing S-wave potential at depth is modeled,
thereby eliminating the need for the ice layer in each iteration.
We applied our method to datasets from Antarctica and find
crustal thicknesses as well as average crustal and upper-mantle
shear-wave velocities that agree with those from previous
studies. This illustrates that our method is capable of calculat-
ing crustal and upper-mantle structure without the need to
oversimplify the solution models and without seemingly large
uncertainties associated with the structure therein.

Synthetic Seismogram Analysis

Downward Continuation and Wavefield
Decomposition

To demonstrate the robustness of our methodology, we
will first examine synthetic data, using the same vertical and
radial components shown in Figure 1. The corresponding,
noise-free synthetic seismograms were created using a Has-
kell propagator matrix formulation (Haskell, 1962). A ray
parameter of 0.06 s/km was used because this is a typical
value associated with the average distance of teleseismic data
used in receiver function analyses (corresponding to ~60°
epicentral distance, in this case).

We employ the method of Langston (2011), in which the
vertical- and radial-component transfer functions are down-
ward continued, or relocated beneath the ice sheet, using a

propagator matrix for the P-to-SV (P-SV) system. The trans-
fer functions are then decomposed into their respective up-
and downgoing P- and S-wave potentials. The downgoing
P wavefield is primarily composed of free-surface reflections
and near-surface ice layer reverberations, which have large
amplitudes and complex waveforms. The downgoing S
wavefield contains Ps conversions and reverberations from
both the ice layer and the free surface. The upgoing P wave-
field shows secondary reflections and Sp conversions from
interfaces below the depth that has been downward contin-
ued to, and this field plays an important role in determining
ice layer thickness, which will be discussed further below.
Finally, the upgoing S wavefield contains Ps conversions from
deeper crustal and upper-mantle discontinuities. Given this,
the upgoing S wavefield contains the best information for the
Earth structure, containing the Ps conversions needed for
modeling, and hence it is the primary focus of this method.

The velocity structure and thickness of the surface
medium through which the P and S waves are being down-
ward continued must be known. Langston (2011) developed
a grid-search algorithm to find the best velocity model for his
study area; however, ice is a much simpler medium compared
to sediment. Although seismic properties within ice are depen-
dent on temperature, the variations in observed velocity are
negligible, varying by only £0.02 kms~! (Kohnen, 1974).
A very low-velocity firn layer, up to 100 m thick, exists over
much of the Antarctic ice sheet, and because the velocity em-
ployed in travel-time calculations is the root mean square
(rms) velocity, the effect of the firn layer would be amplified
where the ice layer is thin (<1 km). For stations situated on
such thin ice layers, accurate velocity analysis would require
the thickness of the firn layer to be known, possibly from
ground-penetrating radar measurements. However, most seis-
mic stations in Antarctica deployed on ice are underlain by a
substantially thick ice layer (> 1 km), where the firn effects
are less influential. Therefore, we assume an average Vp of
3.84 kms~! and an average Vg of 1.94 kms~! for the ice
layer in our model (Kohnen, 1974).

A more problematic aspect to polar investigations is
determining the thickness of the ice layer. Satellite- and air-
borne-derived ice thickness measurements are available for
some polar locations (e.g., Fretwell ez al., 2013), but these data-
sets often do not provide coverage of remote areas. As stated
above, the upgoing P wavefield can be readily employed to cal-
culate this parameter. By generating multiple velocity models,
each with the same subsurface structure but with different ice
layer thicknesses, we are able to downward continue and decom-
pose the P-wave response at a depth just below each model’s ice
layer to determine the upgoing P wave potential for each model.
Because the upgoing P wavefield contains secondary reflec-
tions, we can identify the trace that displays the least reverber-
ations. Figure 2 shows the results of such an assessment by
plotting each successive upgoing P wavefield for each tested
model, for which the ice thickness is incrementally increased
by 100 m. The model used to create the synthetic seismograms
(Fig. 1) included a 2.0-km-thick ice layer. The upgoing P wave-
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Figure 2. Upgoing P wavefields for a series of downward-
continuation and wavefield-decomposition analyses to identify ice
thickness. Identical velocity models were used for each successive
run, except the ice layer thickness was varied from 1.5 to 2.5 km in
0.1 km increments. Correlation coefficients are displayed to the
right of each wavefield. Gray shading highlights the model with
2.0-km-thick ice, matching the model in Figure 1. This trace dis-
plays the clearest waveform, with minimal secondary reflections,
and the highest correlation coefficient.

fields from models with an ice layer thinner than 2.0 km show
secondary reflections and indicate that the downward-continued
data are still within the ice layer. In contrast, traces from models
with ice layers thicker than 2.0 km indicate that downward con-
tinuation has exceeded a depth where the Earth structure is

known. That is, the data cannot reconcile incorrect velocity
analysis with information contained within the waveform,
again leading to secondary reflections. The upgoing P wave-
field from the model with a 2.0-km-thick ice layer contains the
least amount of reverberations, which coincides with the ice
layer thickness in the true model, thereby indicating the cor-
rect ice thickness. We quantify the ice thickness test using a
cross-correlation technique. This technique is performed for
each upgoing P wave created previously. Each downward-
continued and wavefield-decomposed upgoing P wave is indi-
vidually cross correlated with the other downward-continued
and wavefield-decomposed upgoing P waves. Then, the maxi-
mum correlation coefficient is found for each cross correlation.
Finally, we take the average of the maximum correlation co-
efficients (Fig. 2). These steps allow us to assess which indi-
vidual upgoing P wave is most similar to the entire group of
upgoing P waves. The upgoing P wave that best indicates the
thickness of the ice layer will have a quasi-impulse signature,
or rather, it will have the least amount of reverberations, which
will correlate best with the other upgoing P waves because the
correlation will be primarily fitting the impulse rather than re-
verberations (Fig. 2). The resolution of the ice thickness is
~200 m, because the cross-correlation coefficients do not
show a strong minimum. However, the high correlation coef-
ficient value, combined with a visual inspection of the wave-
forms, indicates the correct thickness for the ice layer (Fig. 2).
The synthetic vertical and radial transfer functions shown
in Figure 1 are downward continued to a depth of 2.05 km.
The additional 50 m insures proper permeation through the ice
layer but does not include enough unknown velocity structure
to affect the waveform. The resultant upgoing S wavefield is
shown in Figure 3, and it is the focus of further analysis.

Windowing the Upgoing S Wavefield

Selecting the correct window size for the upgoing S
wavefield is a crucial step prior to inversion. The upgoing
S wavefield contains various phases that can be directly mod-
eled for the Earth structure, and depending on the depth of
that structure beneath a given station, these phases arrive at
various times. Although downward continuation is capable
of removing reverberations from an ice layer that mask
deeper Ps phases, reverberations from the ice layer return at
later times in the upgoing S wavefield as reflections from
lower crustal interfaces, ultimately masking deeper phase
conversions. Therefore, a correct window length is important
to minimize the reverberations included in the inversion. This
is illustrated in Figure 4, in which synthetic seismograms
have been downward continued to various depths, and the
resulting upgoing S wavefields are plotted. Tests were per-
formed with three input models, each essentially the same as
that shown in Figure 1 but with a range of Moho depths at
20, 35, and 40 km. Ice layer reverberations are seen just after
the arrival of the Ps reflection of the downgoing P wave at
the Moho (Syono; Fig. 4). It is desirable to have some knowl-
edge of the subsurface structure prior to windowing;
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Figure 3. Synthetic upgoing S wavefield, constructed using the
velocity model in Figure 1. The corresponding transfer functions
(Fig. 1) were downward continued to a depth of 2.05 km, as described
in the Downward Continuation and Wavefield Decomposition section.

however, this is not always possible. Through our window-
ing tests, we observe that the Ps reflection of the downgoing
P wave at the Moho is a relatively large phase and can be
readily identified within the upgoing S wavefield. Therefore,
if no a priori information is available, we recommend win-
dowing the upgoing S wavefield around the main phases of
conversion, terminating after the Ps reflection of the down-
going P wave at the Moho, thereby removing the later ice
layer reverberations. Given the assessment shown in Figure 4,
we window the upgoing S wavefield (Fig. 3) from O to
25.57 s prior to inversion.

Inversion of the Upgoing S Wavefield

We developed an approach to invert the upgoing S wave-
field for subsurface shear-wave velocity structure. The inversion

is analogous to typical receiver function inversions at the free
surface. Our least-squares technique follows the approach of
Ammon et al. (1990), in which we calculate velocity values
rather than velocity perturbations. To accomplish this, we use

=il om0

in which D is the m by n partial derivative matrix (OR?" /9m,)
composed of synthetic upgoing S waves created by perturba-
tions to each layer of the starting model m,. The elements
of D represent the sensitivity of the ith synthetic waveform
(R™™) to a small perturbation in the kth layer of my. m is the
number of data points, n is the number of model parameters,
m is the model, d is an m x 1 residual vector, and o is a
multiplier that weights the second derivative matrix (A). For
each iteration, we approximate Vp based on the correspond-
ing value of V. We approximate Vp using equation (2) from
Brocher (2005), in which

Vp(kms™') = 0.9409 + 2.0947V s — 0.8206V>
+0.2683V3 — 0.0251 V4. #)

This relationship is valid for Vg between 0 and 4.5 kms™'.

For Vg values >4.4 kms~!, we approximate Vp using a
Vp/ Vg ratio of 1.8, which is typical at upper-mantle depths.
We calculate density (p) using the Nafe—Drake curve, which
is valid for Vp between 1.5 and 8.5 kms™!:
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Figure 4.  Tests to assess proper window length prior to inversion. Each test uses the vertical and radial transfer functions created with a

2.0-km-thick ice layer (Fig. 1), and downward continuation is performed using the model in Figure 1 but with various crustal thicknesses.
(a) Crustal thickness of 20 km, (b) crustal thickness of 35 km, and (c) crustal thickness of 40 km. Each trace shows the upgoing S wavefield,
with the corresponding downward-continuation depth displayed on the right. Phases terminate at their respective depths. Reverberations
return after the Syon, arrival in each test. The gray shading indicates the recommended window for each velocity model. Ps, is the Ps
conversion from the midcrustal velocity increase in Figure 1; Psyqp, 1S the Ps conversion at the Moho; Psyunge 1S the Ps conversion from
the upper-mantle velocity increase shown in Figure 1; Syggcustar 1S the Ps reflection from the midcrustal velocity increase in Figure 1; and

SMoho 18 the Ps reflection of the downgoing P wave at the Moho.
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Figure S.  Plot showing the trade-off between waveform fit and

model roughness. Smoothing parameter values are denoted next to
each plotted point. Note that increasing the smoothing parameter
creates both a smoother model but a poorer fit to the data. For the
synthetic example, we choose a smoothing parameter for 0.1 for the
inversion process because it reduces the residual vector while not
oversmoothing the solution.

p(g/cm’) = 1.6612V, — 0.4721V% + 0.0671V53
—0.0043V% + 0.000106V3 (3)

(Brocher, 2005).

Waveform fitting can be a difficult process because there
is always a trade-off between model smoothness and detailed
waveform fit. To address this issue, we run a suite of inver-
sions with varying o values to assess the trade-off between
waveform fit and model roughness. Following the approach
of Ammon et al. (1990), model roughness is calculated by

4)

Roughness = Z -2 ,

)
la; — 201 + @40
i=1

in which q; is the Vp (kms~!) of the ith layer and  is the total
number of layers. We then plot the roughness value against the
corresponding rms residual value for a given inversion. For
our synthetic seismogram example, a smoothing parameter is
calculated by slightly perturbing the model in Figure 1. The
Moho depth is decreased by 5 km, the upper-crustal shear-
wave velocity is increased by 2%, the lower crust velocity is
decreased by 2%, and the upper-mantle is set to 4.45 kms™'.
This perturbed model was then used as the initial model for a
series of inversions with gradually increasing smoothing val-
ues, and Figure 5 displays the trade-off between waveform fit
and resulting model roughness. Selecting a smoothing param-
eter is marginally subjective, because there is no correct value
to employ. We performed inversions using smoothing param-
eters of 0.05, 0.075, and 0.1, and solution models for our
synthetic seismogram example yield results that are all com-
parable to one another. We select a smoothing parameter of 0.1
because it generates the smoothest solution model that still fits

the data properly, and this smoothing parameter is used for all
inversions performed with the synthetic seismogram. As men-
tioned previously, the synthetic seismograms were created
without the inclusion of noise, and thus the solution models
shown below would be the best case. In the Synthetic Seismo-
gram Inversion section, we assess the robustness of our
approach by further performing the inversion with our syn-
thetic seismogram.

Synthetic Seismogram Inversion

We perform an inversion of the upgoing S wavefield
shown in Figure 3, using the window size determined from the
analysis outlined in Figure 4. The smoothing constraint within
the inversion formulation minimizes the second derivative of
the velocity with depth. This implies that the velocity model for
adjacent layers should obey a linear velocity gradient. This
regularization constraint battles with the behavior of the data
if there are discrete velocity jumps in the Earth structure. Our
philosophy is to apply the smoothing constraint sparingly with
the weighting parameter o, such that any needed velocity dis-
continuity can develop to model observed Ps conversions. The
initial models for the inversion are constructed from the ak135
Earth model (Fig. 6; Kennett ef al., 1995), in which we fit a
smooth curve to the ak135 shear-wave velocity model and per-
turb the smooth curve by randomly increasing or decreasing
the velocity in each layer by up to 0.15 kms~! (Fig. 6). This
removes any large velocity contrasts as well as any bias on
crustal structure or thickness. In general, the wavelength of a
shear-wave traveling through the crust for a frequency of
~0.8 Hz, which is typical for our upgoing S wave, is about
4 km. Therefore, layers as thin as 1 km could potentially in-
fluence the solution model assuming a priori information is
known. However, because we do not include a priori informa-
tion in our initial models, we keep layer thicknesses between 2
and 3 km for our inversion scheme.

All results from the synthetic inversion roughly con-
verge on the same solution (Fig. 7). The resulting models
relocate the Moho to ~34 km, which closely matches the
Moho depth in Figure 1 (35 km). It is worth highlighting that
the model in Figure 1 begins at the surface, whereas results
shown in Figure 7 begin at a downward continued depth of
2 km; therefore, the depth to the Moho in Figure 7 may ap-
pear shallower than that in Figure 1. The average upper-
crustal Vg is ~3.5 kms~!, with an average lower crustal Vg
of ~3.8 kms~!, again providing a close match to the model
in Figure 1. However, upper-mantle V¢ mismatches that of
the actual velocity model. As shown in Figure 4, the avail-
ability of phases associated with midcrustal discontinuities
or the Moho outnumber those from the upper mantle. Fur-
thermore, deeper phase conversions arrive after the Syiono
arrival within the ice—Moho reflection reverberations. Be-
cause of this, resolution of deeper structures is diminished,
due to the masking of their waveforms. The solution models
within the upper mantle do, however, closely match the
trend of the actual model. The waveform data are also fit

BSSA Early Edition



An Assessment of Crustal and Upper-Mantle Velocity Structure by Removing the Effect of an Ice Layer 7

(@)

Velocity (km/s)

2.5 3.0 5 4.0 4.5 5.0

Velocity (km/s)

4.0 4.5 5.0 5.5
T T

T | I T T T

|

.
i

.

30

Depth (km)

40 -

50 -

60 -

Figure 6.

T 1

Initial models for synthetic inversion. (a) The smoothed ak135 model is shown in gray, with the original model (Kennett ez al.,

1995) shown in black, for reference. (b) Perturbations to the smoothed ak135 model shown in (a). Each layer is randomly increased or

decreased up to 0.15 kms~!, creating 24 individual perturbed models.

reasonably well (Fig. 7). The inversion of the synthetic seis-
mogram shows that reasonable solution models can be cal-
culated without the constraints of a priori information.
Large velocity contrasts (i.e., Moho) are imaged in the sol-
ution models as well as smaller-scale velocity contrasts in
the midcrust and uppermost mantle.

All solutions fit the waveform data equally well (Fig. 7),
thereby illustrating the nonuniqueness of the method. This
nonuniqueness mirrors that of standard receiver and transfer
function inversions in that many solution models are capable
of fitting a single waveform (Ammon et al., 1990; Graw et al.,
2015), and this is why we present a breadth of results from
inversions using 24 slightly different initial models. This dis-
plays the quasi-variance in the solution models. We further
demonstrate the effectiveness of the method by performing
analyses using real datasets from Antarctica.

Inversion of Antarctic Data

To illustrate the practicality of our method for real polar
seismic investigations, we now apply our inversion approach
to data recorded by stations located on the East and West
Antarctic ice sheets. Our analysis will focus on two seismic
stations: one that is part of the Transantarctic Mountains
Northern Network (Hansen ef al., 2015, TAMNNET; station
BEBP; Fig. 8) and the other that is part of the Polar Earth
Observing Network (POLENET; station WAIS; Fig. 8).

We also use data from a small array (Korea Polar Seismic
Network [KPSN]) maintained by the Korea Polar Research
Institute (Park et al., 2014). Stations BEBP and WAIS were
chosen due to their contrasting geological settings. Station
BEBP is located on thinner ice compared to station WAIS and
was deployed within the cratonic setting of the East Antarctic
plateau (Fretwell et al., 2013; Hansen et al., 2014, 2016; Graw
et al., 2016; Heeszel et al., 2016). Station WAIS, on the other
hand, was deployed within the West Antarctic rift system,
which is thought to be underlain by lower upper-mantle veloc-
ities and thinner crust compared to that beneath East Antarctica
(Chaput et al., 2014; Heeszel et al., 2016; Ramirez et al., 2016).
Teleseismic P waves from earthquakes with epicentral distan-
ces ranging from 30° to 90° are conventionally used in transfer
function analyses given their near-vertical incidence angles and
the fact that their signals are not generally disturbed by other
arriving phases (Langston, 1977, 1979; Helmberger, 1983).
Therefore, our dataset is composed of teleseismic events within
this distance range, with minimum magnitudes of 6.8. There is
no prefiltering applied to the data prior to deconvolution. Addi-
tionally, the instrument response is not removed prior to decon-
volution. The instrument responses for the stations nearly
match one another with small differences in their gains. There-
fore, we equalize the gains across all stations prior to analysis.

It should be noted that the success of our method relies
heavily upon the geometry at the ice—bedrock interface, be-
cause it has been shown that a dipping interface of large
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Figure 7. (a) Black line is the windowed upgoing S wavefield

(Fig. 3), and gray lines show waveform fits from each of the 24 in-
version solutions. (b) Resulting solution models from the 24 individ-
ual inversions. The dashed line is the actual model from Figure 1.

impedance contrast will distort the vertical and radial P-wave
responses and significantly increase the amplitude of the tan-
gential component (Langston, 1977). However, these effects
primarily occur for dips that are greater than ~10° (Langston,
1977). In general, the TAMNNET and POLENET arrays are
both located over areas with complex bedrock topography con-
taining many valleys and sub-ice mountain peaks, and careful
consideration went into choosing stations for our method. Sta-
tions BEBP and WAIS were selected because they reside over
areas of relatively simple, gently dipping bedrock topography,
thus eliminating the influence of a dipping ice—bedrock inter-
face on our P-wave responses. Processing of the data, includ-
ing deconvolution and downward continuation, would not be
possible for stations overlying complex bedrock topography
without precise knowledge of the geometry of the ice—bedrock
interface and the use of finite-difference techniques.

P-Wave Transfer Function Equalization

To generate our P-wave transfer functions, we adopt an
approach similar to that developed by Langston and Hammer
(2001), in which an array beam of vertical components is
deconvolved from the individual station’s radial component

KP01
KP02
KP03
KP04
KP05
IBG2

o 1000 2000 3000 4000
Ice Thickness (m)

Figure 8. Map showing the locations for all stations (triangles)
used in our Antarctic data analysis. Dark gray stations in East Ant-
arctica are associated with the Transantarctic Mountains Northern
Network (TAMNNET) analysis, and light gray stations in West
Antarctica are associated with the Polar Earth Observing Network
(POLENET) analysis. The TAMNNET area highlighted by the
black box is magnified in the inset (lower left). Ice thicknesses
are from the BEDMAP2 model (Fretwell e al., 2013). The color
version of this figure is available only in the electronic edition.

to construct a radial-component transfer function. This net-
work average of vertical components reduces random scat-
tering effects and stabilizes the entire deconvolution process.

The vertical component of motion is important because it
is the sole representation of the source wavelet itself; however,
the vertical component is dominated by ice layer reverbera-
tions, which mask any remnant of the source wavelet. Because
of this, Langston (2011) suggested using vertical-component
data from stations situated outside the area overlain by the
low-velocity surface layer to obtain the best source time func-
tion for deconvolution (i.e., stations located on hard rock). For
our Antarctic dataset, we construct an array-averaged vertical
component from the KPSN network (stations JBG2, KPO1-
05) for the TAMNNET data analysis and a similar vertical
component from POLENET stations CLRK, HOWD, MPAT,
SILY, and WILS to analyze station WAIS (Fig. 8). Each sta-
tion in the vertical array beam is situated on hard basement
rock, thereby creating the best source time function represen-
tation for a given teleseismic event.

Deconvolution of the vertical-component array beam
from a given station’s radial component is performed in the
frequency domain through spectral division using a water-level
deconvolution technique (Helmberger and Wiggins, 1971). A
water-level parameter of 0.01 is used for deconvolution to avoid
division by zero. The transform of a Gaussian is applied to
the resultant transfer function prior to conversion back to the
time domain to filter out any high-frequency random noise.
The Gaussian equation is given by
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Example (top) vertical and (bottom) radial component transfer functions for stations (a) BEBP and (b) WAIS. Data shown for

station BEBP come from the 24 August 2014 event (Table 1), and data shown for station WAIS come from the 12 August 2010 event (Table 2).

_o?
G(o) = e, 5)
in which { is a constant that controls the width of the Gaus-
sian function. Transfer functions were created with { values
of 1.0, 2.0, and 3.0; however, we chose to proceed with a  of
2.0 for both stations BEBP and WAIS because it results in
signals with higher retained frequencies and, ultimately,
more information within the waveforms (Fig. 9). ) Fig-
ure S1 (available in the electronic supplement to this article)
provides an example of the P-wave equalization original
waveforms (B Fig. Sla—c), stack (® Fig. S1d), rotated
waveforms (® Fig. Sle,f), and deconvolution results ()
Fig. S1g-i). The downward continuation and wavefield de-
composition, followed by the inversion of the upgoing S
wavefield, is performed in an analogous manner as that ap-
plied to the synthetic analysis.

Station BEBP: TAMNNET Analysis

We first apply our methodology to data recorded by
station BEBP from the TAMNNET array (Fig. 8). Previous
studies based on PRFs indicate an ice thickness of 2.75 km
beneath this station (Hansen et al., 2016), whereas the
BEDMAP2 model (Fretwell et al., 2013) suggests an ice
thickness of 2.90 km. Additionally, Hansen et al. (2016)
computed SRFs for this station and found a mean crustal
thickness of 38.5 4+ 3.7 km, with an average crustal Vg of
3.70 £ 0.08 kms~!. Upper-mantle V¢ was estimated by
Graw et al. (2016) from surface-wave tomography, who found
velocities of ~4.4 kms~! at depths shallower than 80 km.

Our dataset for station BEBP consists of four events
(Table 1), each of which was preprocessed using the criteria
described in the P-wave Transfer Function Equalization sec-
tion. All corresponding upgoing S-wavefields were stacked
into a single trace to increase the SNR prior to inversion. Be-
cause the thickness of the surface medium through which the
P wave is being downward continued must be known, we take
the same approach as that used with the synthetic example to
calculate the upgoing P wavefield, using a variety of models,
each with slightly thicker ice layers. Stacks of both the vertical
and radial components from the events in Table 1 were used to
perform the ice thickness test. The average correlation coef-
ficients for the upgoing P wavefields indicate that the ice be-
neath station BEBP is 2.8 km thick (Fig. 10). This agrees well
with previous estimates from Hansen ef al. (2016; ~2.75 km)
and BEDMAP?2 (2.90 km; Fretwell et al., 2013). Given our ice
thickness measurement, all data used in the inversion were
downward continued to a depth of 2.85 km. Based on our win-
dowing tests (Fig. 4) and crustal-thickness estimates from pre-
vious studies, we window the stacked upgoing S wavefield
from O to 28 s prior to inversion.

Similar to our synthetic analysis, we also determine the
rms residual versus model roughness using the initial model
from the synthetic analysis, and we find that a smoothing
value of 0.1 reduces the residual vector while still maintaining
a relatively smooth solution model (Fig. 11). This smoothing
parameter was used for all successive inversions of the station
BEBP data, and all inversions converged within four or five
iterations. To avoid any potential bias from previous studies,
we use the same 24 initial models associated with our syn-

Table 1
Station BEBP Event Parameters
Date (yyyy/mm/dd)  Time (UTC) (hh:mm:ss.ss)  Latitude (°)  Longitude (°) Depth (km) M, Distance (°)  BAZ (°)
2013/05/23 17:26:57.00 -23.02 —-177.10 171.4 7.4 52.05 30.83
2014/08/24 23:33:19.00 —-14.59 —73.57 101 6.8 86.65 131.61
2014/11/01 19:05:14.02 -19.69 -177.75 434 7.1 55.23 29.43
2015/10/20 22:00:45.00 —14.85 167.30 135 7.1 58.47 11.85

BAZ, back azimuth.
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Figure 10. Upgoing P wavefields for a series of downward continuation and decomposition tests for stations (a) BEBP and (b) WAIS.
The velocity models for each successive calculation are the same, except the ice layer thickness is progressively increased (indicated on the
right of each trace). The gray shading indicates the best estimate for ice thickness for each station. Ice thicknesses of 2.8 and 3.3 km best
minimize the secondary reflections for stations BEBP and WAIS, respectively. Numbers to the right of each trace are the average maximum
correlation coefficient for that upgoing P wave when cross correlated with the rest of the upgoing P waves, as described in the Downward

Continuation and Wavefield Decomposition section.

thetic test (Fig. 6) and invert the upgoing S wavefield for sta-
tion BEBP using each input model. Results from the different
inversions are shown in Figure 12. The stacked upgoing
S wavefield, along with the associated waveform fits from
each inversion, are also provided. The solutions indicate a
Moho depth of ~38 km, which matches that previously found
by SRF analysis (Hansen et al., 2016). Our average crustal V¢
ranges from 3.63 to 3.74 km s~!, which also falls within es-
timates from Hansen et al. (2016). Average upper-mantle V¢
beneath station BEBP ranges from 4.40 to 4.68 kms™!,
coinciding well with the ~4.4 kms™' estimate of upper-
mantle velocity from Graw et al. (2016). Waveforms from
the inversion fit the data well (Fig. 12).

Station WAIS: POLENET Analysis

We also apply our methodology to station WAIS from
the POLENET array (Fig. 8). The BEDMAP2 model (Fret-

well et al., 2013) indicates an ice thickness beneath this sta-
tion of 3.37 km. Modeling of PRFs (Chaput et al., 2014)
indicates a corresponding crustal thickness of 22.2 + 2 km,
but SRF analysis (Ramirez et al., 2016) instead indicates a
crustal thickness of 19 + 3 km, with an average crustal Vg of
~3.5 kms~!. Heeszel et al. (2016), who took a different
approach and estimated Moho depth from a Monte Carlo in-
version of surface-wave velocities, found a crustal thickness
beneath station WAIS of ~27-28 km. This same study also
suggests that upper-mantle Vg beneath station WAIS
is ~4.4 kms~'; however, sub-Moho (or rather the ~10 km
just below the Moho) Vg estimates are much lower, at
~4.15-4.2 kms~! (Heeszel et al., 2016).

The dataset for station WAIS is composed of three events
(Table 2), each preprocessed as previously described. Similar
to station BEBP, all upgoing S wavefields were stacked for
station WAIS prior to inversion. An ice thickness estimate
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Figure 11. Plots showing the trade-off between waveform fit
and model roughness for (a) TAMNNET station BEBP and (b) PO-
LENET station WAIS. Smoothing parameter values are denoted
next to each plotted point. For stations BEBP and WAIS, we choose
smoothing parameters of 0.1 and 0.05, respectively, for the inver-
sion processes because they reduce the residual vectors while not
oversmoothing the solutions.

was again made using the technique demonstrated in our syn-
thetic analysis. A series of upgoing P wavefields were exam-
ined, and we found an ice thickness of 3.3 km beneath station
WALIS, agreeing well with the BEDMAP?2 ice thickness esti-
mate (Fig. 10; Fretwell et al., 2013). Given this, the upgoing
S wavefield was downward continued to a depth of 3.35 km.
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Figure 12. Results from TAMNNET station BEBP. (a) Wave-
form fits to the data (gray) from each of the 24 inversions. The black
line denotes the stacked upgoing S wavefield. (b) Resulting solution
models for the 24 individual inversions.

Based on our windowing tests (Fig. 4) and crustal thickness
estimates from previous studies, we window the stacked up-
going S wavefield from O to 25 s prior to inversion. As before,
a roughness test computation was performed using the initial
model from the synthetic analysis to find the best smoothing
parameter for the inversion (Fig. 11). We found that a smooth-
ing parameter of 0.05 best minimizes the rms residual vector
without resulting in an overly rough model. All inversions per-
formed for station WAIS used this smoothing parameter, and
each inversion converged within four or five iterations.
Similar to our TAMNNET analysis, we used the 24 mod-
els from our synthetic test (Fig. 6) as the initial inputs for the
inversion. This, again, removes any bias for crustal thickness
and a priori information. Results from the suite of inversions

Table 2
Station WAIS Event Parameters

Date (yyyy/mm/dd) Time (UTC) (hh:mm:ss.ss) Latitude (°) Longitude (°) Depth (km) M, Distance (°) BAZ (°)
2010/08/12 12:04:43.00 -1.27 -77.36 206.5 7.1 79.96 35.01
2011/08/24 17:56:32.00 -7.62 —74.53 149.3 7.0 74.01 38.60
2014/08/24 23:31:31.00 -14.59 —73.57 101 6.8 67.24 40.49
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Figure 13. Results from POLENET station WAIS. (a) Wave-
form fits to the data (gray) from each of the 24 inversions. The black
line denotes the stacked upgoing S wavefield. (b) Resulting solution
models for the 24 individual inversions.

and associated waveform fits are shown in Figure 13. We find
a crustal thickness of ~18 km, which agrees well with results
from Ramirez et al. (2016), and is within ~2 km from esti-
mates from Chaput e al. (2014). Our assessment of crustal
thickness is, however, much thinner than that found by Hees-
zel et al. (2016). Our average crustal V¢ values range from 3.48
to 3.63 kms~!, which is in agreement with those determined
by the SRF analysis for station WAIS (3.5 kms™!; Ramirez
et al., 2016). Our average upper-mantle Vg values range from
4.24104.38 km s~!, which are lower than estimates from Hees-
zel et al. (2016; ~4.4 kms~!). The lower estimates for mantle
velocity could be attributed to anomalously low V¢ directly be-
neath the Moho (Heeszel et al., 2016) influencing the average.
Shear-wave velocities deeper than 40 km range from 4.37 to
4.58 kms™!, coinciding with results from the Heeszel er al.
(2016) study for the upper mantle as a whole.

Data Inversion Summary

Results from the inversion of real polar data indicate that
our method resolves high contrast Earth structure within the
subsurface. Downward continuation removes reverberations
caused by the ice sheet from the transfer functions, and mod-

eling of the resultant upgoing S wavefield returns results
within the error bounds defined by previous studies, thereby
providing confidence in our results. We demonstrated how
our method estimates shear-wave velocity structure beneath
a given station situated on an ice sheet as well as the useful-
ness of our approach in acquiring a network-averaged verti-
cal component that can be used as the deconvolution agent to
create transfer functions.

Conclusions

Our study showed that the inversion of an upgoing
S wavefield, generated from a downward-continued and
wavefield-decomposed P wave, is a feasible method to inves-
tigate subsurface structure beneath areas with thick ice cover-
age. Synthetic tests show that the method is robust, and
analyses from real polar seismic data show solution models
that agree with results from previous studies. To complement
the methodology, a robust calculation for ice thickness is a
byproduct of the downward continuation and decomposition
process, providing an alternative approach to estimate the
thickness of the ice layer when other datasets are unavailable.
The relative simplicity of Vp and V¢ through an ice medium,
combined with the knowledge of ice thickness, hastens the
velocity analysis needed for downward continuation, making
our method a simple approach to directly study subsurface
structure without the need for extensive ice modeling.
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